A priori and a posteriori evaluations of sub-grid scale models for the Burgers’ equation
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A B S T R A C T

In large eddy simulations (LES) of turbulent flows, large scale motions are resolved by the numerical simu-
lation while the effect of the small scale motions is represented as sub-grid scale (SGS) stresses computed with SGS models. In the present study, we perform a priori and a posteriori evaluations of five SGS models for the one dimensional Burgers’ equation with the high-order flux reconstruction (FR) or correction procedure via reconstruction (CPR) approach. It is shown that all models, except the scale similarity model (SSM) and the mixed model (MM), demonstrate very little correlation with the DNS results. The stability of the SSM is investigated. The effects of numerical dissipation and the models’ influence on LES are discussed. Based on the present study, we advocate the use of implicit LES (ILES) in LES in the context of discontinuous high-order methods, or any numerical methods with built-in numerical dissipation.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Large eddy simulations (LES) have been used in the computation of turbulent flows for decades because of the potential in resolving multiple turbulence scales. As a comparison, Reynolds-averaged Navier-Stokes (RANS) approaches model all scales of turbulence, while direct numerical simulation (DNS) approaches resolve all turbulence scales. Although RANS models have been effective for many practical problems, they have difficulty handling complex massively separated unsteady flows. The use of DNS in computing high Reynolds number flows is also, for the foreseeable future, limited by computing power [1]. LES is a compromise of the two approaches, and offers the best promise for vortex dominated separated flows. In LES, large scales and small scales are separated by a low-pass filter. The large scales are resolved while the effect of small scales is represented by an explicit sub-grid scale (SGS) stress model. Since small-scale motions are believed to be more universal, and thus easier to model than large scales ones, LES offers reasonable accuracy even for unsteady separated flows while requiring much less computer resources than DNS [2].

Many SGS models have been developed in the last four decades. This paper focuses on five of them: the static Smagorinsky model (SS) [3,4], the dynamic Smagorinsky model (DS) [5], the scale-similarity model (SSM) [10], the mixed model (MM) [10], and the linear unified RANS-LES model (LUM) [34]. Among explicit models, the SS is a popular one because of its simplicity. The effect of the SGS stress upon the resolved scales is modeled as an eddy viscosity. The eddy viscosity is expressed in the mixing length form with a dimensionless empirical coefficient. However, it has been found that the empirical coefficient depends on the flow. It also adds too much dissipation to the large scale motions if we keep the coefficient the same as we approach wall boundaries. To resolve these deficiencies, the DS model was developed [5]. In the DS model, the coefficient is calculated based on the Germano identity, which involves two levels of filtering and relates the SGS stress to the resolved stress. The coefficient is locally decided and no longer a prescribed constant, and it goes to zero as a wall boundary is approached. The DS model has been applied to a large variety of flow simulations [6–9].

An alternative way to model the SGS stress is offered by the SSM [10]. As the name indicates, it assumes similarity between two scales of stresses, the resolved stress and the SGS stress. Numerical tests showed that energy accumulated at small scales with this model [11]. To remedy the problem, the DS was added to dissipate the energy, which led to the MM.

Recently, hybrid RANS-LES models have received much research interest. They combine RANS with LES so that in the near wall region, the RANS model is used, while LES is employed in the outer region. These models have demonstrated good accuracy with reasonable cost when compared to a pure LES approach. The linear unified RANS-LES model (LUM) was developed in [34]. In the present work, we also evaluate the LUM model.
Finally, we also consider the monotone integrated LES [2] or implicit LES (ILES) [14], in which no explicit SGS model is used. In ILES, the numerical algorithm has its numerical dissipation which serves as the SGS. The obvious advantage of ILES is its lower computational cost compared with the conventional SGS models.

Because of the disparate length scales in a turbulent flow, high order methods are often preferred to compute the large scales because of their high accuracy. The flux reconstruction (FR) or correction procedure via reconstruction (CPR) was recently developed in [12], and extended to hybrid meshes and two and three dimensions in [13,26–33]. The FR/CPR formulation is among the most efficient discontinuous methods for it gives high accurate simulation results with a relatively low cost of computing power and storage.

The large eddy simulation of decaying homogeneous isotropic turbulence with the FR/CPR method was conducted recently [38]. The ILES approach always produces better results than the static or dynamic Smagorinsky model through comparison with the DNS results. Fig. 1 shows the comparison of the normalized dissipation rate. Fig. 2 shows the energy spectra at two different times. From both figures, we see that on a given coarse mesh, ILES yields more accurate results than the LES with the Smagorinsky models.

To understand the reason, all the SGS models are evaluated with the one dimensional Burgers’ equation rather than the full Navier Stokes equations. The 1D Burgers’ equation is not a model for the 3D turbulence, but it is still a good one for assessing the SGS models because of its nonlinear convection term. We initialize the simulations mimicking a typical turbulence energy spectrum in the Fourier space with random phase angles. The FR/CPR method is used to discretize the Burgers’ equation and the explicit three-stage SSP Runge Kutta scheme [37] is employed for time integration.

This paper is organized as follows. In the next Section, the governing equation for the one-dimensional Burgers’ equation is given and the SGS stress models are briefly reviewed and derived for the one dimensional Burgers’ equation. In Section 3, the numerical method is briefly reviewed. In Section 4, the numerical results are presented and discussed. Finally, the conclusions from the present study are given in Section 5.

### 2. Governing equation and SGS models

To evaluate the SGS models, in this paper, we consider the one dimensional Burgers’ equation,

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2}, \quad x \in [-1, 1] \]

(1)

where \( u \) is the state variable such as velocity, \( \nu \) is a constant viscosity. In the present study, \( \nu = 8 \epsilon - 05 \) is chosen to imitate a high Reynolds number flow problem. Next, we apply a low-pass spatial filter, \( G_A(x, \xi) \) to the equation satisfying the following conservative property

\[ \int_{-\infty}^{+\infty} G_A(x, \xi) d\xi = 1, \]

(2)
where $\Delta$ denotes the filter width. A typical filter, the box filter, is defined below,

$$G_\Delta(x, \xi) = \begin{cases} \frac{1}{\Delta} & |x - \xi| \leq \Delta/2, \\ 0 & \text{otherwise}. \end{cases} \tag{3}$$

The filtering process is defined mathematically in the physical space as a convolution operator. The filtered variable $\hat{\phi}(x, t)$ of a space-time variable $\phi(x, t)$ in 1D is defined as

$$\hat{\phi}(x, t) = \int_{-\infty}^{\infty} G_\Delta(x, \xi) \phi(\xi, t) d\xi. \tag{4}$$

The filtering process is linear, i.e. $\hat{\phi + \psi} = \hat{\phi} + \hat{\psi}$. If the filter width is constant, the differential and the filter operators commute, i.e. $\frac{\partial \hat{\phi}}{\partial x} = \hat{\frac{\partial \phi}{\partial x}}$. In the present study, all the filtering processes are done with the box filter on a uniform mesh. After applying the filter to Eq. (1), we obtain

$$\frac{\partial \hat{u}}{\partial t} + u \frac{\partial \hat{u}}{\partial x} = v \frac{\partial^2 \hat{u}}{\partial x^2} - \frac{1}{\nu} \frac{\partial \left( \frac{1}{2} \hat{\mu} - \frac{1}{3} \hat{\mu} \right)}{\partial x}. \tag{5}$$

The unclosed term arises due to the filtering of the nonlinear convection term

$$\tau^{SGS} = \frac{1}{2} \hat{\mu} - \frac{1}{2} \hat{\mu}. \tag{6}$$

This is the SGS of the Burgers’ equation.

SGS models act as the closure of the governing equation. In this section we review several SGS models and translate them to work for the Burgers’ equation.

2.1. Static Smagorinsky model

The SS is in the eddy viscosity form. For 3D incompressible flow, the SGS stress is defined as,

$$\tau_{ij}^{SS} = -2\nu^{SS} \hat{S}_{ij}, \tag{7}$$

where $\hat{S}_{ij}$ is the resolved rate-of-strain tensor

$$\hat{S}_{ij} = \frac{1}{2} \left( \partial_i \hat{u}_j + \partial_j \hat{u}_i \right). \tag{8}$$

The SGS viscosity, $\nu^{SS}$, is modeled following the mixing length idea

$$\nu^{SS} = (c_s \Delta)^2 \sqrt{2 |\hat{S}|^2}. \tag{9}$$

where $|\hat{S}|^2 = \hat{S}_{ij} \hat{S}_{ij}, c_s$ is the prescribed coefficient. By comparing the mean SGS dissipation from DNS data and the modeled SGS dissipation, $c_s$ can be determined. Lilly used this procedure for isotropic turbulence to obtain $c_s = 0.16$ [4].

The SS was described by Moin and Kim [15], Rogallo and Moin [16], Lesieur and Metais [17] and Pope [18]. The deficiency of this model first showed up in the comparison of the modeled SGS stress and the true SGS stress computed from the DNS solution by Clark et al. [19], McMillan and Ferziger [20], and Bardina et al. [10]. The comparisons imply that the model does not capture the SGS adequately. In [11], Meneveau et al. gave an explanation of this problem. Another weakness of this model is that it gives non-zero eddy viscosity in laminar-flow regions. Therefore a wall function is needed to damp the SGS viscosity in a wall-bounded flow.

Next, we derive its 1D formulation. The rate of strain in 1D is

$$\hat{S} = \partial_i \hat{u}_i. \tag{10}$$

The SGS viscosity is then

$$\nu^{SS} = (c_s \Delta)^2 |\partial_i \hat{u}_i|. \tag{11}$$

Therefore the SGS stress becomes

$$\tau^{SS} = -\nu^{SS} \hat{S}. \tag{12}$$

2.2. Dynamic Smagorinsky model

The model coefficient, $c_s$, in SS is prescribed. However, it is found empirically that $c_s$ depends on the flow, being 0.1 for the plane channel flow and 0.2 for isotropic turbulence [2]. The DS makes it a variable spatially and temporally. It introduces a test filter to the resolved scales and uses the assumption of scale invariance to compute the model coefficient. As the model for three dimensional turbulence is readily available, we derive it for the 1D Burgers’ equation next.

Following Eq. (5), we consider the 2nd filter with width $\Delta$, defined as $\Delta = \gamma \Delta$, $\gamma \geq 1$. By applying this filter to the SGS stress, we obtain

$$\tau^{SGS} = \frac{1}{2} \hat{u} - \frac{1}{2} \hat{\mu}. \tag{13}$$

By applying the second filter to the LES solution, we obtain the resolved stress,

$$L = \frac{1}{2} \hat{u} - \frac{1}{2} \hat{\mu}. \tag{14}$$

The Germano identity can be written as

$$T = \tau^{SGS} + L, \tag{15}$$

where $T = \hat{u} - \hat{\mu}$, we apply the SS to both $T$ and $\tau$ and assume they share the same coefficient, $c_s$

$$-(c_s \Delta)^2 |\partial_i \hat{u}_i| \partial_t \hat{u}_i = -(c_s \Delta)^2 |\partial_i \hat{u}_i| \partial_t \hat{u}_i + L. \tag{16}$$

We define

$$M = \Delta^2 |\partial_i \hat{u}_i| \partial_t \hat{u}_i - \Delta^2 |\partial_i \hat{u}_i| \partial_t \hat{u}_i. \tag{17}$$

Thus $c_s^2 = \frac{1}{M}$. It is assumed that $c_s$ is spatially uniform so that it can be extracted from the test-filtering operation (Ghosal et al 1995) [21]. In the 1D test, we take the most common choice of $\gamma = 2$.

In three dimensions, this is an over-determined system. To minimize the square error, Lilly used the following approach

$$c_s^2 = \frac{\langle \tilde{L} \rangle}{\langle M \rangle}. \tag{18}$$

where $(\cdot)$ means averaging along the homogeneous direction. The DS gives a highly variable eddy viscosity field [22] including negative values which makes the simulation unstable. Averaging over homogeneous directions was used by Germano et al. [5] to prevent this problem. Ghosal et al. [21] showed that this procedure minimizes the total error in the homogeneous region over which the averaging is performed. With these modifications, the eddy viscosity still can be negative. So the value of $c_s^2$ is clipped to be non-negative. In 1D, we don't have these problems. Thus we don't use a least squares averaging operation. But we still require $c_s^2$ to be non-negative.

2.3. Scale-similarity model

The SSM was first introduced by Bardina et al. [10]. It assumes scale invariance between the computable stress $L$ and the SGS stress $\tau^{SGS}$. This assumption was verified with empirical band pass-filtered PIV measurements by Liu et al. [23]. It suggests that $\tau^{SGS}$ is similar to a stress constructed from the resolved scales,

$$\tau^{SGS} = c_{un} L. \tag{19}$$

where $L$ is the resolved stress, which is given in Eq. (14).

Many different second filter widths were suggested by various researchers. The Bardina’s original model uses the same filter width for the two filters, i.e., $\Delta = \Delta$, and $\gamma = 1$. Liu et al used
\( \gamma = 2 \) and Akhavan et al use \( \gamma = \frac{4}{3} \) \cite{24}. The coefficient \( \epsilon_{\text{com}} \) is empirical and found to be close to 1. In the 1D test, \( \epsilon_{\text{com}} \) is adjusted to be 0.25 with \( \gamma = 2 \), based on an analysis performed in \cite{36}.

In \cite{10}, the true and modeled stresses showed a high degree of correlation in Bardina et al’s a priori tests, and the SSM allowed for energy backscatter. However, this model was found to be not sufficiently dissipative. Energy accumulated at small scales leading to possible numerical instability. In the present study, we will duplicate this result with a non-dissipative numerical scheme, and will show that the phenomenon does not occur with the dissipative FR/CRP method.

### 2.4. Mixed model

To resolve the above-mentioned problem of the SSM, the DS is included in the formulation to add extra dissipation. In three dimensions, the mixed model (MM) is

\[
\tau_{ij}^{\text{SGS}} = \epsilon_{\text{com}} S_{ij} - 2 \nu_{\text{SGS}} \tilde{S}_{ij}.
\]

Liu et al. \cite{23} showed that the magnitude of the similarity term is much larger than that of the dissipative DS term. Hence, the high correlation of the SSM is not degraded by the extra viscosity. Zang et al. \cite{39} used this model for recirculating flows with \( \gamma = 1 \). Wu & Squires applied this model successfully with Lagrangian averaging in simulations of 3D boundary layers \cite{25}. There are dynamic ways to determine \( \epsilon_{\text{com}} \) as well. Vreman et al. \cite{40} proposed a two-parameter dynamic MM in which \( \epsilon_c \) and \( \epsilon_{\text{com}} \) are both calculated dynamically with \( \gamma = 1 \).

In the present one-dimensional study, the values \( \epsilon_{\text{com}} = 0.25 \) and \( \gamma = 2 \) are used. The SGS stress is defined as

\[
\tau = \epsilon_{\text{com}} \left( \frac{1}{2} \tilde{u}^2 \right) - \nu_{\text{SGS}} \tilde{S}.
\]

The numerical instability of the SSM model is not a problem for numerical schemes with embedded numerical dissipation. It is shown in Section 4.

### 2.5. Linear unified RANS-LES model

The wall-bounded turbulent flows at high Reynolds numbers are a significant challenge for LES. The near wall region requires a high resolution grid to resolve the small energetic scales. The linear unified RANS-LES model (LUM) combines RANS with LES to solve this problem. The model equations for incompressible flows are

\[
\begin{align*}
\frac{D \tilde{U}_i}{Dt} &= -\frac{\partial (p \rho + 2k)}{\partial x_i} + 2 \epsilon_{\text{com}} \frac{\partial (v + 1)}{\partial x_i} \tilde{S}_k \times \frac{\partial (v + 1)}{\partial x_k} + \nu \frac{\partial^2 u}{\partial x_i} \times \frac{\partial^2 u}{\partial x_k}, \\
\frac{Dk}{Dt} &= \frac{\partial (v + 1)}{\partial x_i} \frac{\partial k}{\partial x_i} + \nu S^2 - 2(1 - \epsilon_c) k \frac{\partial k}{\partial x_i} + \nu \frac{\partial^2 u}{\partial x_i} \times \frac{\partial^2 u}{\partial x_k}, \\
\frac{D\omega}{Dt} &= \epsilon_{\text{com}} \frac{\omega_i}{\nu} \frac{\partial S^2}{\partial x_i} - \epsilon_{\text{com}} \frac{\omega_i}{\nu} \frac{\partial \omega}{\partial x_i} + \frac{\partial \omega}{\partial x_j} \frac{\partial \omega}{\partial x_j},
\end{align*}
\]

where \( \frac{D}{Dt} = \frac{\partial}{\partial t} + \tilde{U}_j \frac{\partial}{\partial x_j} \). \( \epsilon_{\text{com}}, \epsilon_c, \psi, \nu, \sigma, \omega \) are all model constants, \( \tilde{U}_i \) is the filtered velocity, \( k_i \) is the turbulent kinetic energy, \( \omega \) is the specific dissipation, \( \tau_t \) is the time scale and \( v_i \) is the modeled viscosity. In this work, we only focus on the LES aspect of the model. Therefore \( \tau_t \) is calculated with \( \tau_t = l_t \Delta / k_i^{1/2} \), where \( l_t = 1/3 \).

In summary, for the one-dimensional Burgers’ equation, we solve

\[
\begin{align*}
\frac{D \tilde{u}}{Dt} &= \frac{\partial (v + 1)}{\partial x} \frac{\partial \tilde{u}}{\partial x} + 2 \nu \left( \frac{\partial \tilde{u}}{\partial x} \right)^2 - 2(1 - \epsilon_c) \frac{\partial \tilde{k}}{\partial x}, \\
\frac{Dk}{Dt} &= \frac{\partial (v + 1)}{\partial x} \frac{\partial k}{\partial x} + 2 \nu \left( \frac{\partial \tilde{u}}{\partial x} \right)^2 - 2(1 - \epsilon_c) \frac{\partial \tilde{k}}{\partial x},
\end{align*}
\]

where \( \nu_t = \frac{\nu_t}{x_t} \), \( \tau_t = l_t \Delta / k_i^{1/2} \).

### 3. Numerical method and simulation conditions

#### 3.1. Space discretization

Huynh \cite{12} developed a high-order FR/CRP formulation, which was later employed for the Navier-Stokes equations on hybrid 3D meshes \cite{26}. It has been used for 1D, 2D and 3D laminar and turbulent flows. Validations and successful applications can be found in \cite{27–33}. In this study, we apply the 3rd order FR/CRP scheme to the 1D Burgers’ equation and evaluate its performance with various SGS models.

The FR/CRP formulation for the inviscid 1D Burgers’ equation is given as

\[
\frac{\partial u_i}{\partial t} + \frac{1}{\Delta x_i} \left( \alpha_{k,1} \frac{\partial F(u_i)}{\partial x_i} + \alpha_{k,2} \frac{\partial F(u_i)}{\partial x_i} \right) = 0,
\]

where \( u_i \) is the solution at solution point \( j \) of element \( i \), \( F(u_i) \) denotes the projected flux derivative at the solution point, \( \Delta x_i \) is the length of element \( i \). \( F^{[i]} \) and \( F^{[i+1]} \) are the differences between the local flux and the common Riemann flux at the right and left interfaces of element \( i \). \( \alpha_{k,1} \) and \( \alpha_{k,2} \) are the correction coefficients independent of the solution variables.

For the viscous term on the right hand side of Burgers’ equation, we follow the BR2 approach \cite{35}. The 1D version is described below. First we introduce a new variable \( R = \frac{\partial u}{\partial x} \). The corrected gradient is then

\[
R_i = \frac{\partial u_i}{\partial x} + \frac{1}{\Delta x_i} \left( \alpha_{k,1} \frac{\partial u^{[i]} - u^{[i+1]}}{\partial x_i} + \alpha_{k,2} \frac{\partial u^{[i]} - u^{[i-1]}}{\partial x_i} \right).
\]

where \( u^{[i]} \) and \( u^{[i+1]} \) are the common solutions at interfaces, \( u^{[i]} \) and \( u^{[i+1]} \) are the solutions from element \( i \) at the interfaces. The common solution is defined as

\[
u^{[i]} = \frac{u^{[i]} + u^{[i+1]} + \frac{\nu}{2} \Delta x_i}{2}.
\]

where \( u^{[i+1]} = u^{[i]} \) and \( u^{[i+1]} = u^{[i]} \) are the solutions at the left and right sides of interface \( i \). Next, the viscous flux, \( F^v = \nu \frac{\partial u}{\partial x} \), at solution points can be calculated by

\[
F^v_i = F^v \left( R_i \right).
\]

Then \( \frac{\partial \nu}{\partial x} \) can be obtained by using the Lagrange polynomial approach. The common viscous flux at the interface is needed to correct \( \frac{\partial \nu}{\partial x} \) at solution points.

\[
u^{[i]} = \nu \left( \frac{\partial u}{\partial x} \right)^{[i+1]}.
\]
For the common gradient,
\[
\left( \frac{\partial u}{\partial x} \right)_{i+1/2}^{\text{com}} = \frac{1}{2} \left( \left( \frac{\partial u}{\partial x} \right)_{i+1/2}^- + r_{i+1/2}^- + \left( \frac{\partial u}{\partial x} \right)_{i+1/2}^+ + r_{i+1/2}^+ \right),
\]
(29)
where \( \left( \frac{\partial u}{\partial x} \right)_{i+1/2}^- \) and \( \left( \frac{\partial u}{\partial x} \right)_{i+1/2}^+ \) are the gradients of the solution of the left and right cells with no correction, \( r_{i+1/2}^- \) and \( r_{i+1/2}^+ \) are the corrections to the gradients due to the common solution at the interface. More specifically, the corrections are,
\[
r_{i+1/2}^- = \frac{1}{\Delta x_i} \left( \alpha^- [u_{\text{com}}^- - u^-] \right)_{i+1/2},
\]
(30)
\[
r_{i+1/2}^+ = \frac{1}{\Delta x_{i+1}} \left( \alpha^+ [u_{\text{com}}^+ - u^+] \right)_{i+1/2},
\]
(31)
where \( \alpha^- \) and \( \alpha^+ \) are the interface correction coefficients.

3.2. Temporal discretization

The explicit SSP three-stage 3rd order Runge-Kutta scheme [37] is used as the temporal discretization. We did a temporal resolution refinement study and found that \( \Delta t = 1e-04 \) was the largest the time step that did not cause a visible difference in the simulation results. It is used in the present paper if it is not specified. Here we give a brief description of the scheme. Rewrite the discretized Burgers’ equation as
\[
\frac{\partial U}{\partial t} = \text{Res}(U), \quad U(t_0) = U^0,
\]
(32)
where \( \text{Res}(U) \) is the residual. Given solution \( U^n \), we obtain solution \( U^{n+1} \) using
\[
U^{(1)} = U^n + \Delta t \text{Res}(U^n),
\]
(33)
\[
U^{(2)} = \frac{3}{4} U^n + \frac{1}{4} U^{(1)} + \frac{1}{4} \Delta t \text{Res}(U^{(1)}),
\]
(34)
\[
U^{n+1} = \frac{1}{3} U^n + \frac{2}{3} U^{(2)} + \frac{2}{3} \Delta t \text{Res}(U^{(2)}).
\]
(35)
3.3. Initial and boundary conditions

The initial energy spectrum is given in the Fourier space \( k \) mimicking the turbulence spectrum Fig. 3. In the present work, the following initial spectrum is used
\[
E_0(k) = \begin{cases} 
5 & 1 \leq k \leq 5 \\
\frac{1}{k^{3/2}} & k > 5 
\end{cases}.
\]
(36)
where \( k \) is an integer varying from 1 to 1280. For each \( k \), the velocity \( u \) has a uniformly random phase angle, \( \beta \), in \([−\pi, \pi]\).

\[
u(x) = \sum_{i=1}^{n} \left( 2E_0(k_i) \right)^2 \sin(k_i \pi x + \beta_i) + 1
\]
(37)
where \( u' = \sqrt{\frac{\sum_{i=1}^{n} (u_i - \bar{u})^2}{n}} \), \( \bar{u} = 1 \).

The two boundaries are set to be periodic due to the periodicity of the initial condition.

3.4. Grid and spatial filter

The computational domain is \([-1, 1]\). A mesh refinement study indicated that 8192 cells with the 3rd order FR/CPR method are required to resolve all the scales. Fig. 4 shows the energy spectrum at \( t = T \) for two different levels of resolution, 8192 cells and 16,384 cells with the same initial condition and scheme. There is no visible difference between the spectrums. We consider the simulation with 8192 cells with the 3rd order FR/CPR scheme a DNS, and denote \( \Delta x_{\text{DNS}} = \frac{2}{257} \).

In the a priori study, the DNS solution is filtered with a box filter with \( \Delta = 32\Delta x_{\text{DNS}} \). The filtered solution is obtained
\[
\bar{u}_{i,j} = \sum_{m=1}^{N} \sum_{m=1}^{K} u_{i,m} = W_{n,m,i,j}.
\]
(38)
where \( N \) is the number of cells in the filtering stencil of the current degree of freedom and \( K \) is the degree of the polynomial of the solution. In each cell, a Gauss quadrature rule was implemented and \( w \) is the weighting coefficient. Then the filtered solution on the DNS grid is projected to the (coarse) LES grid if necessary to serve as the LES solution. In the current LES cell, the projected solution at each solution point \( j \) is calculated using

\[
\int_{\Delta x_L} L_k \sum_{j=1}^{K+1} L_j \hat{u}_{i,j} dx = \sum_{n=1}^{N} \int_{\Delta x_{DNS}} L_k \sum_{j=1}^{K+1} L_j \hat{u}_{i,j} dx,
\]

(39)

where \( L_j \) is the shape function defined based on the solution points of the LES cell, \( L_j \) is the shape function based on the solution points of the DNS cell. In the a posteriori study, we do the same thing to the DNS initial condition to generate the LES initial condition.

In Fig. 5, \( \Delta = 8 \Delta x_{DNS} \). \( \Delta x_{LES} = 4 \Delta x_{DNS} \) are used to demonstrate the filtering operation. Different cell sizes for LES were tested to evaluate the influence of the truncation error and the SGS modeling error. We call the filter used on the initial condition the first filter and the filter used in deciding the coefficient of the dynamic model or computing the resolved SGS stress the test filter. The test filter width is 2 times the width of the first filter, which makes \( \gamma = 2 \).

4. Numerical results and discussions

In this section, the results for the a priori and a posteriori tests are presented. Due to the nonlinear convection term, shock waves start to appear after a certain time. Thus all results are obtained at a non-dimensional time \( T = 0.05 \), when the solution is still smooth. Fig. 6 shows the energy spectrum at \( t = 0 \) and \( t = T \) of the DNS solution. We can see that the high frequencies are damped out by the physical viscosity while the lower frequencies remain.

4.1. A priori tests

Fig. 7 shows the SGS stress computed using different models based on the filtered-DNS data at \( t = T \) with various mesh resolutions and a fixed filter width of \( \Delta = 32 \Delta x_{DNS} \). The ratio between the cell size of LES and DNS is (a) 1, (b) 2, (c) 4, (d) 8, (e) 16, (f) 32. For the SS model, \( c_1 \) is set to the default value of 0.2 for all of the comparisons. For ILES, the SGS stress is 0 everywhere.

From Fig. 7, we can make some general observations regardless of mesh resolutions:

- No models are able to predict the true stress in both amplitude and phase (peaks and valleys).
- Both the SSM and MM always correctly predict the phase of the true stress.
- SS correctly predicts the phase of the true stress about half the time, and DS agrees with the SS when the phase is correct. When the stress computed with SS has a wrong sign, DS sets the stress to 0.
- LUM agrees very well with SS in SGS prediction with enough grid resolution, but diverges for the coarsest mesh.

Obviously the good phase prediction capability of the MM is due to the dominant SSM term. Next we examine the correlation of the modeled stress with the true stress. Table 1 presents the correlation coefficients between the true SGS and the ones computed with the models. Clearly the SSM and the MM models perform the best. The mesh resolution \( \Delta x_{LES} \) does not have any significant influence on the model behavior, except for LUM. To further evaluate the behavior of these models in an actual computation, we perform a posteriori tests next.

4.2. A posteriori tests

In this test, the filtered 1D Burgers’ equation is solved with different models on different meshes with a fixed filter size \( \Delta = 32 \Delta x_{DNS} \). The results at the same physical time \( t = T \) are compared. Fig. 8 shows the SGS stress computed using different models with various mesh resolutions.

In Fig. 8, we can see that the results are very similar to those in the a priori test. We can draw the same conclusions here. Table 2 shows the correlation coefficients for all the a posteriori tests. The SGS stresses computed with SSM and the MM always show high correlations with the true SGS stress. The DS comes second. The SS and the LUM models yield very low correlation with the true SGS stress. LUM diverged for some cases and the correlation is not available. The LES mesh resolution does not have a significant influence on the model behavior, except for LUM.
Fig. 7. The SGS stress comparison in the a priori tests.
Fig. 8. The SGS stress comparison in the a posteriori tests.
Table 2
Correlation coefficients of a posteriori test.

<table>
<thead>
<tr>
<th>Δu</th>
<th>SS</th>
<th>DS</th>
<th>SSM</th>
<th>Mix</th>
<th>LUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.08</td>
<td>0.6</td>
<td>0.95</td>
<td>0.89</td>
<td>-0.06</td>
</tr>
<tr>
<td>2</td>
<td>-0.08</td>
<td>0.6</td>
<td>0.95</td>
<td>0.89</td>
<td>-0.07</td>
</tr>
<tr>
<td>4</td>
<td>-0.08</td>
<td>0.6</td>
<td>0.95</td>
<td>0.89</td>
<td>-0.07</td>
</tr>
<tr>
<td>8</td>
<td>-0.08</td>
<td>0.6</td>
<td>0.95</td>
<td>0.89</td>
<td>-0.07</td>
</tr>
<tr>
<td>16</td>
<td>-0.08</td>
<td>0.6</td>
<td>0.95</td>
<td>0.88</td>
<td>-</td>
</tr>
<tr>
<td>32</td>
<td>-0.10</td>
<td>0.57</td>
<td>0.92</td>
<td>0.85</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 9. Solution comparison.

Fig. 9 shows the comparison of the solution, \( \hat{u} \), for \( \Delta u_{LES}/\Delta u_{DNS} = 1 \). The solution computed with the true SGS stress is right on top of the filtered DNS solution. The solutions computed with models and ILES all show differences with the filtered DNS solution. Table 3 shows the L2 norm error comparison. When the LES mesh is sufficiently fine, it is clear that the SSM and the MM produced the best solutions. This is because both models show the best correlation with the true SGS stress. When the LES mesh is coarse, the truncation error is dominant. The results with any model and with the true SGS stress are comparable. Clearly ILES is the best choice because it costs the least.

4.3. Sensitivity of the models to the mesh resolution

Given the fixed filter width, we compare models’ behavior on different mesh resolution. Fig. 10 shows different modeled SGS comparison with respect to different \( \Delta u_{LES} \): (a)SS, (b)SSM, (c)LUM. The ratio = \( \Delta u_{LES}/\Delta u_{DNS} \). We can see that in both the a priori and the a posteriori tests, all the models show no sensitivity to \( \Delta u_{LES} \) except for the LUM.

4.4. Investigation of stability of SSM

In Bardina’s original paper [10], the SSM was found unstable in some simulations when used with a central finite difference scheme. To remedy the instability, a MM with the DS model was developed to stabilize the simulations. In this section, we show that the extra dissipation added by the MM is not necessary for the FR/CPR method which has embedded numerical dissipation to automatically damp high frequency modes.

We first demonstrate that there is indeed a pile-up of high frequency modes with a central difference scheme in solving nonlinear equations such as the Burger’s equation, while there is no such pile-up with a dissipative high-order FR/CPR scheme. For this purpose, we conduct a numerical study with the initial condition of a single Fourier mode,

\[
\hat{u}(x) = 2(\hat{e}_{0}(1))^{1/2}\sin(\pi x) + 1. \tag{40}
\]

where \( 2(\hat{e}_{0}(1))^{1/2} = 0.012 \). The 1D inviscid Burgers’ equation is employed to mimic very high Reynolds number problems. We run the simulation until \( t = 26 \) when it is right before a shock wave develops. First, the upwind flux and the central flux are employed in the 3rd order FR/CPR scheme to compare their performance. Fig. 11 shows the energy spectrum at \( t = 26 \) with different mesh resolutions. On the finest mesh, both the central and upwind schemes produced a converged solution within the visible energy spectrum in the figure. On the two coarser meshes, we can see clearly that energy is piling up at high frequencies on those meshes for the simulation with the central flux. But the upwind flux is able to smoothly damp out the high frequency modes so that they are never accumulated to cause stability problems.

Next we test the influence of the SGS models on the energy spectrum. Fig. 12 shows the spectrum comparison of the simulations with and without the SSM and MM. The filter width equals to the cell size. We can see that with the central flux, the SSM neither damps out all the energy accumulated at high frequencies nor accumulates more energy there. Thus the extra dissipation, i.e. the DS, is necessary to stabilize the simulation. It is worth noting that the extra dissipation, in the MM, also damps out the energy at some lower frequencies, which does harm to the resolved large scales.

We also verify that a central difference finite difference scheme behaves similarly with the CPR scheme with a central flux. Fig. 13 indeed shows that the 4th order central finite difference method has a similar performance to the 3rd order FR/CPR scheme with the central flux. This means that for schemes that are not dissipative, more dissipation may be necessary to stabilize the simulations with the SSM model. But for the dissipative ones, such as the FR/CPR method with an upwind flux, no extra dissipation is needed.

4.5. Fourier (von neumann) analysis

To have a better understanding of the final results, we perform an analysis of accuracy and stability of the current numerical scheme. In practice, a finite-difference-like truncation error analysis for the CPR schemes is difficult because each solution point uses a different “scheme”. Therefore, we obtain the order of accuracy of a scheme using a Fourier (von Neumann) analysis. For the sake of simplicity, we consider the following advection equation

\[
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = 0. \tag{41}
\]

The initial condition is periodic:

\[
u(x, t) = e^{jw t}, \tag{42}
\]

where \( w \) is a real number between \( -\pi \) and \( \pi \) called the wave number, \( l \) is the imaginary unit. The exact solution is

\[
u_{exact}(x, t) = e^{jw(x-l)}, \tag{43}
\]

The exact time partial derivative is purely imaginary:

\[
\left( \frac{\partial u}{\partial t} \right)_{exact} = -lw. \tag{44}
\]

Denote the solution points in the standard element \([-1, 1]\) by \( \xi_j, j = 1, \ldots, K + 1 \), where \( K \) is the order of the solution polynomial. The global solution points are

\[
x_i, j = l + \xi_j/2. \tag{45}
\]

Note that

\[
u_{i-1}, j = e^{-lw} u_i, j. \tag{46}
\]
Table 3

L2 norm error of the solution.

<table>
<thead>
<tr>
<th>Δx</th>
<th>True stress</th>
<th>ILES</th>
<th>SS</th>
<th>DS</th>
<th>SSM</th>
<th>Mix</th>
<th>LUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.03E-08</td>
<td>1.14E-05</td>
<td>1.57E-05</td>
<td>8.88E-06</td>
<td>7.02E-06</td>
<td>6.19E-06</td>
<td>1.80E-05</td>
</tr>
<tr>
<td>2</td>
<td>2.13E-08</td>
<td>1.14E-05</td>
<td>1.57E-05</td>
<td>8.88E-06</td>
<td>7.02E-06</td>
<td>6.18E-06</td>
<td>3.02E-05</td>
</tr>
<tr>
<td>4</td>
<td>4.06E-08</td>
<td>1.14E-05</td>
<td>1.57E-05</td>
<td>8.88E-06</td>
<td>7.01E-06</td>
<td>6.17E-06</td>
<td>5.62E-05</td>
</tr>
<tr>
<td>8</td>
<td>4.91E-07</td>
<td>1.14E-05</td>
<td>1.57E-05</td>
<td>8.97E-06</td>
<td>6.94E-06</td>
<td>6.25E-06</td>
<td>1.07E-04</td>
</tr>
<tr>
<td>16</td>
<td>1.08E-05</td>
<td>1.46E-05</td>
<td>2.01E-05</td>
<td>1.49E-05</td>
<td>1.18E-05</td>
<td>1.35E-05</td>
<td>–</td>
</tr>
<tr>
<td>32</td>
<td>1.38E-04</td>
<td>1.38E-04</td>
<td>1.41E-04</td>
<td>1.39E-04</td>
<td>1.37E-04</td>
<td>1.39E-04</td>
<td>–</td>
</tr>
</tbody>
</table>

Fig. 10. Modeled SGS with different mesh resolution.
where matrix $S$ is derived from the CPR schemes. $S$ has $K+1$ eigenvalues. The principle eigenvalue approximates $-iw$.

$$S(w) \approx -iw. \quad (48)$$

One can expand the principal eigenvalue $S(w)$ as a Taylor series in $w$.

$$S(w) = -iw + O(w^{K+1}). \quad (49)$$

Due to the difficulties in deriving the expression for $S(w)$ when the number of solution points is greater than 2, we obtain the order of accuracy of the current scheme by the following approximation. To estimate the error, we define

$$E(w) = S(w) + iw. \quad (50)$$

We can estimate the order of accuracy of the scheme by calculating the magnitude of the total error. First, given a series of wave number, each of which is half of the previous one, say $w = \frac{\pi}{2}, \frac{\pi}{4}, \frac{\pi}{8}$. The corresponding magnitude of errors are given in Table 4. Based on the definition, by halving the wave number $w$, which is equal to doubling the number of mesh points, the error is

$$E(w/2) = S(w/2) + iw/2. \quad (51)$$

For a scheme to be K-th order accurate, $E(w) \propto O(w^{K+1})$, so we have

$$\frac{E(w)}{E(w/2)} \approx 2^{K+1}. \quad (52)$$

From the table, the order of accuracy of the CPR P2 scheme is 6. Super accuracy is achieved in this analysis. But in general, this property does not hold due to nonlinear errors. The order of accuracy is generally 3 for $p=2$.

By substituting different values of $w$, we obtain the two plots below.

The left one shows imaginary part of $E(w)$, which is the dispersion error of the scheme and the right one shows the real part of $E(w)$, which is the dissipation error Fig. 14. We can see with the increase of the wave number, which means the mesh becomes coarser, both of the errors increase. The dissipation error is always negative, which means the scheme is stable for any wave numbers.

### 4.6. Effects of truncation error vs. SGS model error

In large eddy simulations, the numerical results depend on many factors, including the flow condition, the initial and boundary conditions, the numerical method, the computational mesh, the filter and the SGS model. Some of the factors are physical and others are numerical, and they intertwine to produce the final solution. At the most fundamental level, the filter width $\Delta$ in a LES is perhaps the most critical parameter, and Pope discussed the importance of the filter width in [18]. The true LES solution can be obtained by filtering the DNS solution using this $\Delta$. In reality, however, the filter width is often implicitly tied with the mesh size. In such cases, mesh refinement convergence studies become impossible to perform because the filter size is always a variable. One can only see convergence when the mesh size approaches that required of a DNS simulation.

Generally speaking, we want to accurately predict the SGS stress using the numerical solution at the “resolved scale”. The
filtered solution $\hat{u}$ is always taken to be the solution at the “resolved scale”. Let’s consider the box filter here. When a solution is filtered with a width $\Delta$, we often state that waves with shorter wavelengths than $\Delta$ are filtered out. In fact, waves of wavelengths of $2\Delta$ and $4\Delta$ are heavily damped out too. Based on our analysis, we can see that the amplitudes of $2\Delta$ and $4\Delta$ waves are reduced by 36% and 10% respectively [36]. If we accept 36% filtering error as acceptable, the “resolved scale” should be $2\Delta$ instead of $\Delta$. In addition, numerical methods also have limited resolution depending on the “points per wave” (PPW) or “degrees of freedom per wave” (DOFW). Let’s assume that for the present 3rd order FR/CPR scheme, 9 DOFW is required to resolve a wave. In other words, 3 elements are needed for a wave since there are 3 DOFs in one element. A truly resolved scale must meet the accuracy requirement from both the filtering operator and the numerical scheme. In this particular case, the resolved scale is

$$S_R = \max(3\Delta x_{LES}, 2\Delta),$$

(53)

In order to have the resolved scale determined by the given filter width, $\Delta x_{LES}$ should satisfy the following requirement

$$\Delta x_{LES} \leq \frac{2\Delta}{3}.$$  

(54)

In the case of second-order finite volume methods, each element has 1 solution unknown. If one requires 20 PPW for accuracy, the resolved scale is then

$$S_R = \max(20\Delta x_{LES}, 2\Delta).$$

(55)

If one chooses $\Delta x_{LES}$ as the filter width, the resolved scale is 20 times larger than the filter width because of the accuracy requirement. In other words, the numerical truncation error is dominant in the LES results. In this case, different SGS models produce nearly the same LES solution as shown in the previous section.

5. Conclusions

In the present study, five SGS models are evaluated with the 1D Burgers’ equation discretized with the CPR method. Different LES cell sizes were tested with a fixed filter width. In both the a priori and a posteriori tests on a fine LES mesh, the SSM and the MM showed excellent correlation with the true SGS, while the other models do not predict the SGS stress satisfactorily. However, as the LES cell size increases, numerical truncation error is dominant in the results. In this case, none of the models shows any benefits over ILES.

The stability of the SSM is also investigated on 1D Burgers’ equation. The study shows that it is the central flux rather than the SSM that causes energy accumulating at high frequencies, which may lead to the instability of a simulation. In this case, extra dissipation in the form of a DS model, for example, is necessary. However, the schemes with upwind flux smoothly damp out the energy at high frequencies. Thus no extra dissipation is needed to stabilize the simulation with the SSM.
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