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#### Abstract

The newly developed unifying discontinuous formulation based on flux reconstruction and lifting collocation penalty (LCP) approaches for conservation laws is extended to solve the Navier-Stokes equations for 3D mixed grids. In the current development, tetrahedrons and triangular prisms are considered. The LCP formulation is an extension of the flux reconstruction (FR) method to arbitrary element types. As with the FR method, it can unify several popular high order methods including the discontinuous Galerkin and the spectral volume methods into a more efficient differential form without any explicit integration. By selecting the solution points to coincide the flux points, solution reconstruction can be completely avoided. Numerical accuracy of the scheme is assessed for grid refinement studies. Several typical test cases are computed by solving the Euler equations and the compressible Navier-Stokes equations to demonstrate its performance.


## I. Introduction

THERE has been a surge of recent research activities in the computational fluid dynamics (CFD) community on high-order methods capable of solving the Navier-Stokes equations on unstructured grids. These methods are expected to have the potential of delivering higher accuracy with less CPU time than the 1st or 2nd order methods for problems with both complex physics and geometry, such as helicopter blade vortex interactions, flow over high lift devices.

For compressible flow computations in aerospace applications, the discontinuous Galerkin (DG) method [27,4$6,1,2,25,36]$ has attracted intensive interest. One particular feature of the DG method is the discontinuous solution space, which allows the scheme to be very flexible in dealing with complex configuration and in accommodating solution based adaptations. Other methods assuming discontinuous solutions are staggered-grid (SG) multi-domain spectral method [18], spectral volume (SV) [37,40-42,21,33,12,11] and spectral difference (SD) [20,22,24,34] methods. It is also common among these methods with discontinuous solution spaces to employ one of the Riemann solvers [29,28,26,17,19] to compute unique fluxes at element interfaces to incorporate "upwinding", similar to the Godunov type finite volume method [9,35]. These methods of course share many similarities. The main difference lies in how degrees-of-freedom (DOFs) are chose, and updated.

Recently, yet another formulation based on the idea of flux reconstruction (FR) was developed by Huynh [15,16] for 1D conservation laws. The FR method is a nodal formulation, with an element-wise discontinuous polynomial solution space. The solution polynomial is interpolated from the solutions at a set of solution points. In addition, a new flux polynomial is reconstructed, which satisfies conservation at element interfaces. This formulation has some remarkable properties. The framework is easy to understand, efficient to implement and recovers several known methods such as the DG, SG or the SV/SD methods in one dimension. The DG approach based on the FR method is probably the simplest and most efficient amongst all DG formulations. The extension of the method to quadrilateral and hexahedral grids is straightforward. In the previous study [39], the idea of "flux reconstruction" was generalized into a "lifting collocation penalty (LCP)" approach for arbitrary mixed grids, and numerical simulation on 2D triangular and quadrilateral grids were performed.

The present work focuses on the 3D extension of the LCP method. For high Reynolds number flows in aerodynamic applications, employing prismatic cells will have advantages in the accuracy and the computational costs to resolve boundary layer near the wall. In the present study, the LCP method is developed for tetrahedral and prismatic mixed grids.
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## II. Governing Equations

The 3D compressible Navier-Stokes equations can be written as a system of partial differential equations in conservation form:

$$
\begin{equation*}
\frac{\partial Q}{\partial t}+\nabla \cdot\left(F^{c}(Q)-F^{v}(Q, \nabla Q)\right)=0 \tag{2.1}
\end{equation*}
$$

where $Q=(\rho, \rho u, \rho v, \rho w, e)$ is the conservative state vector, $F^{c}(Q)$ is the convective flux, $F^{v}(Q)$ is the viscous flux. For a perfect gas, the pressure is related to the total energy $e$ by

$$
\begin{equation*}
e=\frac{p}{\gamma-1}+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right) . \tag{2.2}
\end{equation*}
$$

The specific heat ratio is set to 1.4 for are and the Prandtl number in the viscous flux are assumed to be a constant of 0.72 for laminar flows. The computations for solving the Euler equations are performed by omitting the viscous flux.

## III. Review of the Lifting Collocation Penalty Formulation

We will first review the LCP formulation for a hyperbolic conservation law, which can be written as

$$
\begin{equation*}
\frac{\partial Q}{\partial t}+\nabla \cdot \vec{F}(Q)=0 \tag{3.1}
\end{equation*}
$$

with suitable initial and boundary conditions. $Q$ is the vector of conserved variables, and $\vec{F}$ is the flux vector. Assume that the computational domain is discretized into $N$ non-overlapping triangular (in 2D) or tetrahedral (in 3D) elements $\left\{V_{i}\right\}$. The weighted residual form of (3.1) on element $V_{i}$ can be derived by multiplying (3.1) with an arbitrary weighting or test function $W$ and integrating over $V_{i}$,

$$
\begin{equation*}
\int_{V_{i}} \frac{\partial Q}{\partial t} W d V+\int_{\partial V_{i}} W \vec{F}(Q) \bullet \vec{n} d S-\int_{V_{i}} \nabla W \bullet \vec{F}(Q) d W=0 \tag{3.2}
\end{equation*}
$$

Let $Q_{i}^{h}$ be an approximate solution to $Q$ at element $V_{i}$. We assume that the solution belongs to the space of polynomials of degree $k$ or less, i.e., $Q_{i}^{h} \in P^{k}$, within each element without continuity requirement across element interfaces. Then, we require that the numerical solution $Q_{i}$ must satisfy (3.2), i.e.,

$$
\begin{equation*}
\int_{V_{i}} \frac{\partial Q_{i}^{h}}{\partial t} W d V+\int_{\partial V_{i}} W \vec{F}\left(Q_{i}^{h}\right) \bullet \vec{n} d S-\int_{V_{i}} \nabla W \bullet \vec{F}\left(Q_{i}^{h}\right) d W=0 . \tag{3.3}
\end{equation*}
$$

Because the approximated solution is in general discontinuous across element interfaces, the fluxes at the interfaces are not well defined. To evaluate a unique flux and also to provide element coupling, a common Riemann flux is used to replace the normal flux, i.e.,

$$
\begin{equation*}
F^{n}\left(Q_{i}^{h}\right) \equiv \vec{F}\left(Q_{i}^{h}\right) \bullet \vec{n} \approx \tilde{F}^{n}\left(Q_{i}^{h}, Q_{i+}^{h}, \vec{n}\right) \tag{3.4}
\end{equation*}
$$

where $Q_{i+}^{h}$ is the solution from outside of the current element $V_{i}$. Thus, Eq. (3.3) becomes

$$
\begin{equation*}
\int_{V_{i}} \frac{\partial Q_{i}^{h}}{\partial t} W d V+\int_{\partial V_{i}} W \tilde{F}^{n}\left(Q_{i}^{h}, Q_{i+}^{h}, \vec{n}\right) d S-\int_{V_{i}} \nabla W \bullet \vec{F}\left(Q_{i}^{h}\right) d W=0 \tag{3.5}
\end{equation*}
$$
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If the space of $W$ is chosen to be one of trial functions $Q^{h}$, Eq. (3.5) is equivalent to the DG formulation. For the sake of much simpler formulation, we wish to eliminate the test function. Applying integration by parts to the last term of (3.5), we obtain

$$
\begin{equation*}
\int_{V_{i}} \frac{\partial Q_{i}^{h}}{\partial t} W d V+\int_{V_{i}} W \nabla \cdot \vec{F}\left(Q_{i}^{h}\right) d W+\int_{\partial V_{i}} W\left[\tilde{F}^{n}\left(Q_{i}^{h}, Q_{i+}^{h}, \vec{n}\right)-F^{n}\left(Q_{i}^{h}\right)\right] d S=0 . \tag{3.6}
\end{equation*}
$$

Note that the surface integral comes from the last term of (3.5) is evaluated by only using the internal solution. The last term of (3.6) can be viewed as a penalty term, i.e., penalizing the normal flux differences $[\tilde{F}] \equiv \tilde{F}^{n}\left(Q_{i}, Q_{i+}, \vec{n}\right)-F^{n}\left(Q_{i}\right)$. Introduce a "correction field" $\delta_{i} \in P^{k}$, which is determined from the following relation defining so-called "lifting operator" for $[\tilde{F}]$.

$$
\begin{equation*}
\int_{V_{i}} W \delta_{i} d V=\int_{\partial V_{i}} W[\tilde{F}] d S \tag{3.7}
\end{equation*}
$$

Substituting (3.7) into (3.6), we obtain

$$
\begin{equation*}
\int_{V_{i}}\left[\frac{\partial Q_{i}^{h}}{\partial t}+\nabla \cdot \vec{F}\left(Q_{i}^{h}\right)+\delta_{i}\right] W d V=0 \tag{3.8}
\end{equation*}
$$

In the present study, in order to simplify the derivation we also approximate the flux divergence by polynomials of degree $k$ or less, i.e. $\nabla \bullet \vec{F}\left(Q_{i}^{h}\right) \in P^{k}$. If $W$ is selected such that a unique solution exists, (3.8) is equivalent to

$$
\begin{equation*}
\frac{\partial Q_{i}^{h}}{\partial t}+\nabla \cdot \vec{F}\left(Q_{i}^{h}\right)+\delta_{i}=0 \tag{3.9}
\end{equation*}
$$

i.e., (3.9) is satisfied everywhere in element $V_{i}$. With the definition of a correction field, we have successfully reduced the weighted residual formulation to an equivalent simple differential form, which does not involve any explicit surface or volume integrals.

To find the approximate solution $Q_{i}^{h}$, let the degrees-of-freedom (DOFs) be the solutions at a set of points $\left\{r_{i, j}\right\}$, named solution points (SPs). Then equation (3.9) must hold at the SPs, i.e.,

$$
\begin{equation*}
\frac{\partial Q_{i, j}^{h}}{\partial t}+\nabla \cdot \vec{F}\left(Q_{i, j}^{h}\right)+\delta_{i, j}=0 \tag{3.10}
\end{equation*}
$$

Let's examine (3.7) more carefully. The correction field $\delta_{i}$ can be expressed in terms of $\delta_{i, j}$ using a Lagrange interpolation on the SPs, i.e.,

$$
\begin{equation*}
\delta_{i}=\sum_{j} L_{j}^{\mathrm{SP}}\left(\vec{r}_{i, j}\right) \delta_{i, j} \tag{3.11}
\end{equation*}
$$

where $L^{\text {SP }} \in P^{k}$ is the Lagrange polynomials based on the SPs. In the case of a non-linear flux vector, $\vec{F}\left(Q_{i}^{h}\right)$ is not polynomial in general. In the present study, we approximate $\vec{F}\left(Q_{i}^{h}\right)$ by polynomial of degree $k$ to evaluate RHS of eq. (3.7). Thereby, we assume that the flux difference $[\tilde{F}]$ is a polynomial on planer face $f$, and can be determined based on values of $[\tilde{F}]_{f, l}$ at a set of flux points (FPs) $\left\{r_{i, j}\right\}$ using a Lagrange interpolation, i.e.,

$$
\begin{equation*}
[\tilde{F}]_{f}=\sum_{l} L_{l}^{\mathrm{FP}}\left(\vec{r}_{f, l}\right)[\tilde{F}]_{f, l} \tag{3.12}
\end{equation*}
$$

where $L^{\mathrm{FP}} \in P^{k}$ is the Lagrange polynomials based on the FPs. Then, if the locations of the solution and flux points are specified and the weighting function $W$ is chosen so as to have the same dimension as the correction field $\delta_{i}, \delta_{i, j}$ can be uniquely defined by solving the linear system derived from eq. (3.7). Consequently, it is computed explicitly in the following formula:

$$
\begin{equation*}
\delta_{i, j}=\frac{1}{\left|V_{i}\right|} \sum_{f \in \partial V_{i}} \sum_{l} \alpha_{j, f, l}[\tilde{F}]_{f, l} S_{f} \tag{3.13}
\end{equation*}
$$

where $\alpha_{j, f, l}$ are constant coefficients independent of the solution for any triangle or tetrahedron with straight faces. Substituting (3.13) into (3.10) we obtain the following formulation

$$
\begin{equation*}
\frac{\partial Q_{i, j}^{h}}{\partial t}+\nabla \cdot \vec{F}\left(Q_{i, j}^{h}\right)+\frac{1}{\left|V_{i}\right|} \sum_{f \in \partial V_{i}} \sum_{l} \alpha_{j, f, l}[\tilde{F}]_{f, l} S_{f}=0 \tag{3.14}
\end{equation*}
$$

Obviously, this is a collocation-like formulation with penalty-like terms to provide the coupling between elements. It can be shown that the location of SPs does not affect the numerical scheme for linear conservation laws [34,15]. For efficiency, the solution points are always chosen to coincide with the flux points. Therefore, any data interpolation is no longer needed for flux calculation, which dramatically reduces the computational cost. Any convergent nodal sets with enough points at the element interface are good candidates, e.g., those found in [3,13,43].

Finally, we remark on the relationship between the LCP formulation and other methods including DG, SV and SD methods. Starting from the weighted residual form of the governing equations, different formulations can be derived depending on the weighting function. For example, a nodal DG formulation is obtained by choosing weighting functions to be Lagrange polynomials, and a SV formulation is obtained by defining weighting functions as piecewise constant at the sub-cells. As a result, the only difference between those schemes appears in the correction coefficients. In the original work [39], it was shown that the resulting LCP scheme is basically conservative by using the correction coefficients for the DG, SV and SD scheme. In this study, we choose the weighting function to be one of the Lagrange polynomials based on the SPs, i.e., eq. (3.9) is identical to the DG formulation.

## A. Inviscid Flux Calculation

In the eq. (3.14), we need to discretize the internal flux divergence and the common flux at the interface. Here we consider the inviscid flux. Instead of approximating the inviscid flux by the Lagrange interpolation on the SPs, the flux divergence is calculated "exactly" at the solution points by the chain rule (CR) approach

$$
\begin{equation*}
\nabla \bullet \vec{F}_{\mathrm{c}}\left(Q_{i, j}^{h}\right)=\frac{\partial \vec{F}_{\mathrm{c}}\left(Q_{i, j}^{h}\right)}{\partial Q} \cdot \nabla Q_{i, j}^{h} \tag{3.15}
\end{equation*}
$$

where $\frac{\partial \vec{F}_{\mathrm{c}}}{\partial Q}$ is the inviscid flux Jacobian matrix. Note that $\nabla \bullet \vec{F}_{\mathrm{c}}\left(Q_{i}^{h}\right)$ is generally not a degree $k$ polynomial, but it can be approximated by the Lagrange polynomial of degree $k$ using the flux divergence at the solution points, i.e.,

$$
\begin{equation*}
\nabla \bullet \vec{F}_{\mathrm{c}}\left(Q_{i}^{h}\right) \approx \nabla \bullet \vec{F}_{\mathrm{c}}^{\mathrm{CR}}\left(Q_{i}^{h}\right)=\sum_{j} L_{j}\left(\vec{r}_{i, j}\right) \nabla \cdot \vec{F}_{\mathrm{c}}\left(Q_{i, j}^{h}\right) \tag{3.16}
\end{equation*}
$$

where $L \in P^{k}$ is the Lagrange polynomials based on the SPs. This implies the flux vector $\vec{F}_{\mathrm{c}}^{\mathrm{cR}}\left(Q_{i}^{h}\right)$ belongs to $P^{k+1}$ which is one degree higher than the approximation of $\vec{F}\left(Q_{i}^{h}\right) \in P^{k}$ used in the correction term. The chain rule approach is known to be more accurate, though the resulting scheme is not strictly conservative due to the inconsistency between the approximated flux vectors in the flux divergence term and the correction term. However, it is also known that the mass conservation error is still very small [39], and so this approach will be beneficial for many problems.

The common inviscid flux at the interfaces can be obtained with any Riemann solver. In this paper, The Roe flux [28] is used for all the cases.

## B. Viscous Flux Calculation

In the recent study [8], the LCP method is extended to the Navier-Stokes equations on 2 D mixed meshes. Here we follow the viscous flux discretization using the BR2 formulation [2]. In the DG methods, a mixed formulation introducing a new variable $R=\nabla Q$ in degree $k$ polynomial is commonly used to discretize the viscous flux, which is a function of the state variables and their gradients. The approximations of $R$ by polynomials of degree $k$ also can be found by the LCP formulation, this will result in a collocation formulation

$$
\begin{equation*}
R_{i, j}=\left(\nabla Q_{i}^{h}\right)_{j}+\frac{1}{\left|V_{i}\right|} \sum_{f \in \partial V_{i}} \sum_{l} \alpha_{j, f, l}[\tilde{Q}]_{f, l} \vec{n}_{f} S_{f} \tag{3.17}
\end{equation*}
$$

where $[\tilde{Q}]_{f, l} \equiv Q_{f, l}^{\text {com }}-Q_{i, f, l}, Q_{f, l}^{\text {com }}$ is the common solution on the interface $f$, and $Q_{i, f, l}$ is the solution on $f$ evaluated in the element $i$. In the BR2 method, the common solution is simply the average of the solutions at two sides of elements on $f$. The viscous fluxes at the solution points are evaluated by $F_{i, j}^{v}=F^{v}\left(Q_{i, j}^{h}, R_{i, j}\right)$, then the viscous flux divergence is obtained through the Lagrange interpolation.

In the correction term, the common viscous flux is also need to be determined. Besides the common solution, we also define a common gradient on the interfaces $f$. The common gradient is evaluated as

$$
\begin{equation*}
\nabla Q_{f, l}^{c o m}=\frac{1}{2}\left(\nabla Q_{f, l}^{-}+r_{f, l}^{-}+\nabla Q_{f, l}^{+}+r_{f, l}^{+}\right) \tag{3.18}
\end{equation*}
$$

where $\nabla Q_{f, l}^{-}$and $\nabla Q_{f, l}^{+}$are the gradients of the solution from the left and right cells, while $r_{f, l}^{-}$and $r_{f, l}^{+}$are the local lifting correction to the gradients only due to the common solution on face $f$

$$
\begin{equation*}
r_{f, l}^{ \pm}=\frac{1}{\left|V^{ \pm}\right|} \sum_{m} \alpha_{l, f, m}[\tilde{Q}]_{f, m}^{ \pm}\left(\mp \vec{n}_{f}\right) S_{f} \tag{3.19}
\end{equation*}
$$

where $m$ is the index for the flux points on $f$ and $\vec{n}_{f}$ is the unit normal vector directing from left to right.

## IV. Discretization on mixed grids with curved boundary

It is obvious that (3.9) is valid for arbitrary types of elements besides triangles and tetrahedrons. The current development for 3D hybrid meshes accommodates two kinds of element shapes, i.e., tetrahedron and triangular prism. Other types of element such as hexahedron and pyramid will be developed in the near future. The use of prismatic cells in addition to tetrahedral cells has the advantage in both accuracy and computational costs to resolve boundary layers near solid walls. In order to achieve an efficient implementation, all elements are transformed from the physical domain $(x, y, z)$ into a corresponding standard element in the computational domain $(\xi, \eta, \zeta)$ as shown in Fig. 1. Here we consider the transformations for the elements with curved sides (faces and edges). The discretization for the curved elements is conducted in the same way as the straight sided elements by applying the LCP formulation in the standard elements. In the present study, the quadratic triangular face is employed to represent curved wall boundaries. For the sake of computational efficiency, the quadratic representation is adopted for only one of the faces of tetrahedron which will be attached to the wall in inviscid flows, and for only two triangular faces of prism which will be used in the thin layers of prism cells to assure the quality of the element shape especially in high Reynolds number flows.

Based on a set of locations of nodes defining the shape of element, a set of shape functions can be obtained [44]. Once the shape functions $M_{i}(\xi, \eta, \varsigma)$ are given, the transformation can be written as

$$
\left(\begin{array}{l}
x  \tag{4.1}\\
y \\
z
\end{array}\right)=\sum_{i=1}^{K} M_{i}(\xi, \eta, \varsigma)\left(\begin{array}{l}
x_{i} \\
y_{i} \\
z_{i}
\end{array}\right),
$$

where $K$ is the number of points used to define the physical element, ( $x_{i}, y_{i}, z_{i}$ ) are the Cartesian coordinates of those points. For the transformation given in (4.1), the Jacobian matrix $J$ takes the following form

$$
J=\frac{\partial(x, y, z)}{\partial(\xi, \eta, \zeta)}=\left[\begin{array}{lll}
x_{\xi} & x_{\eta} & x_{\zeta}  \tag{4.2}\\
y_{\xi} & y_{\eta} & y_{\zeta} \\
z_{\xi} & z_{\eta} & z_{\zeta}
\end{array}\right] .
$$

For a non-singular transformation, its inverse transformation must also exist, and the Jacobian matrices are related to each other according to

$$
\frac{\partial(\xi, \eta, \zeta)}{\partial(x, y, z)}=\left[\begin{array}{lll}
\xi_{x} & \xi_{y} & \xi_{z}  \tag{4.3}\\
\eta_{x} & \eta_{y} & \eta_{z} \\
\zeta_{x} & \zeta_{y} & \zeta_{z}
\end{array}\right]=J^{-1}
$$

The governing equations in the physical domain are then transformed into the computational domain (standard element), and the transformed equations take the following form

$$
\begin{equation*}
\frac{\partial \tilde{Q}}{\partial t}+\frac{\partial F^{\xi}}{\partial \xi}+\frac{\partial F^{\eta}}{\partial \eta}+\frac{\partial F^{\xi}}{\partial \zeta} 0 \tag{4.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{Q}=|J| \cdot Q \\
& F^{\xi}=|J| \cdot\left(\xi_{x} F^{x}+\xi_{y} F^{y}+\xi_{z} F^{z}\right),  \tag{4.5}\\
& F^{\eta}=|J| \cdot\left(\eta_{x} F^{x}+\eta_{y} F^{y}+\eta_{z} F^{z}\right), \\
& F^{\zeta}=|J| \cdot\left(\zeta_{x} F^{x}+\zeta_{y} F^{y}+\zeta_{z} F^{z}\right) .
\end{align*}
$$

Let $\vec{S}_{\xi}=|J|\left(\xi_{x}, \xi_{y}, \xi_{z}\right), \vec{S}_{\eta}=|J|\left(\eta_{x}, \eta_{y}, \eta_{z}\right)$ and $\vec{S}_{\zeta}=|J|\left(\zeta_{x}, \zeta_{y}, \zeta_{z}\right)$. Then we have $F^{\xi}=\vec{F} \bullet \vec{S}_{\xi}, F^{\eta}=\vec{F} \bullet \vec{S}_{\eta}$ and $F^{\zeta}=\vec{F} \bullet \vec{S}_{\zeta}$. In our implementation, $|J|, \vec{S}_{\xi}, \vec{S}_{\eta}$ and $\vec{S}_{\zeta}$ are stored at the solution points.

## A. Discretization on Standard Tetrahedron

On a standard tetrahedron, the LCP formulation in eq. (3.14) can be rewritten as

$$
\begin{equation*}
\frac{\partial \tilde{Q}_{i, j}^{h}}{\partial t}+\nabla^{\xi} \cdot \vec{F}^{\xi}\left(\tilde{Q}_{i, j}^{h}\right)+\frac{1}{\left|V^{\xi}\right|} \sum_{f \in \partial V} \sum_{l} \alpha_{j, f, l}\left[\tilde{F}^{\xi}\right]_{f, l} S_{f}^{\xi}=0 \tag{4.6}
\end{equation*}
$$

where superscript $\xi$ means the variables or operations evaluated on the computational domain. For example, $\left[\tilde{F}^{\xi}\right]$ are the normal jumps of the transformed fluxes across the faces of the standard element. The transformed normal flux can be expressed in terms of the flux in the physical space as

$$
\begin{align*}
\left.\vec{F}_{n}^{\xi}\right|_{f, l} & =\left.\left.\vec{F}^{\xi}\right|_{f, l} \cdot \vec{n}^{\xi}\right|_{f} \\
& =\left.\left.\left.\vec{F}\right|_{f, l} \bullet \vec{S}_{\xi}\right|_{f, l} n_{\xi}\right|_{f}+\left.\left.\left.\vec{F}\right|_{f, l} \bullet \vec{S}_{\eta}\right|_{f, l} n_{\eta}\right|_{f}+\left.\left.\left.\vec{F}\right|_{f, l} \cdot \vec{S}_{\xi}\right|_{f, l} n_{\xi}\right|_{f}  \tag{4.7}\\
& =\left.\left.\vec{F}\right|_{f, l} \bullet \vec{S}_{n}\right|_{f, l}=\left.\left.\vec{F}_{n}\right|_{f, l} \cdot \vec{S}_{n}\right|_{f, l},
\end{align*}
$$

where $\vec{n}^{\xi}=\left\{n_{\xi}, n_{\eta}, n_{\xi}\right\}$ is a unit normal vector on a straight face of the standard element, and $\vec{S}_{n}$ is a normal vector on a face in the physical space defined as $\vec{S}_{n}=\vec{S}_{\xi} n_{\xi}+\vec{S}_{\eta} n_{\eta}+\vec{S}_{\xi} n_{\xi}$.

Note that solving Eq. (4.4), $\tilde{Q}=|J| \cdot Q$ is the solution unknowns, and is assumed to be degree $k$ polynomials in the computational domain instead of $Q$. As a result, the derivatives of $Q$ should be calculated in the following way,

$$
\begin{equation*}
\frac{\partial Q}{\partial \xi}=\frac{1}{|J|}\left[\frac{\partial(|J| Q)}{\partial \xi}-\frac{\partial|J|}{\partial \xi} Q\right], \frac{\partial Q}{\partial \eta}=\frac{1}{|J|}\left[\frac{\partial(|J| Q)}{\partial \eta}-\frac{\partial|J|}{\partial \eta} Q\right], \frac{\partial Q}{\partial \xi}=\frac{1}{|J|}\left[\frac{\partial(|J| Q)}{\partial \zeta}-\frac{\partial|J|}{\partial \zeta} Q\right] . \tag{4.8}
\end{equation*}
$$

## B. Discretization on Standard Prism

For a standard triangular prism, the solution polynomial can be expressed as a tensor product of a 1D and 2D Lagrange polynomial, i.e.,

$$
\begin{equation*}
\tilde{Q}_{i}^{h}(\xi, \eta, \zeta)=\sum_{k=1} \sum_{j=1} \tilde{Q}_{i, j, k}^{h} L_{j}(\xi, \eta) L_{k}(\xi), \tag{4.9}
\end{equation*}
$$

where $\tilde{Q}_{i}^{h}$ are the state variables at the solution point $(j, k)$, with $j$ the index in $\xi-\eta$ plane and $k$ the index in $\zeta$ direction, $L_{j}(\xi, \eta)$ is a 2D Lagrange polynomial in a triangle and $L_{k}(\xi)$ is a 1D Lagrange polynomial in a segment. Figure 2 shows the possible locations of the solution points for $k=3$.

For the extension of the FR method to 2D quadratic elements [15], the solution procedure reduces to a series of one-dimensional operations. That is, the solution polynomial is represented as a tensor product of 1D Lagrange polynomials and the correction due to flux difference is performed in a one-dimensional manner. The LCP formulation for a standard prism can be derived in an analogous fashion to the FR method for a quadrilateral as

$$
\begin{align*}
& \frac{\partial \tilde{Q}_{i, j, k}^{h}}{\partial t}+\nabla^{\xi} \bullet \vec{F}^{\xi}\left(\tilde{Q}_{i, j, k}^{h}\right)+\frac{1}{\left|V_{T r i}\right|} \sum_{f \in \partial V_{T i t}} \sum_{l} \alpha_{j, f, l}\left[\tilde{F}\left(\xi_{f, l}, \eta_{f, l}, \zeta_{k}\right)\right] S_{f}  \tag{4.10}\\
& +\left[\tilde{F}^{\zeta}\left(\xi_{j}, \eta_{j},-1\right)-F^{\zeta}\left(\xi_{j}, \eta_{j},-1\right)\right] g_{L}^{\prime}\left(\xi_{k}\right)+\left[\tilde{F}^{\zeta}\left(\xi_{j}, \eta_{j}, 1\right)-F^{\zeta}\left(\xi_{j}, \eta_{j}, 1\right)\right] g_{R}^{\prime}\left(\zeta_{k}\right)=0 .
\end{align*}
$$



Figure 1. Transformations of a curve boundary tetrahedral and prismatic cell to the standard elements.

The correction process is done in a decoupled manner. The third term is the correction of the flux components in $\xi$ and $\eta$ direction, which is computed on a plane with fixed $\zeta=\zeta_{k}$. This is nothing but the correction used in the 2D LCP method for a triangle element. In eq. (4.10), $V_{T r i}$ is the area of triangle, $S_{f}$ the length of the edge $f$ and $l$ the index for flux points on $f$. Note that, $\left[\tilde{F}\left(\xi_{f, l}, \eta_{f, l}, \zeta_{k}\right)\right]$ corrects only the solution points on the triangle with fixed $k$ instead of all solution points in the element. The last two terms denote the correction in the $\zeta$ direction, which is evaluated by the 1D FR method. $g_{L}$ and $g_{R}$ are both the correction functions for the left and right end points of a segment. The flux difference at a end point corrects only the solution points on the segment with fixed $j$. In the present study, we choose correction functions for the DG scheme from the FR family. For prism cells, the number of solution points corrected by a flux point is smaller than the one for tetrahedral cells due to the decoupled correction procedure. Hence, the method for prisms will be more efficient per DOF than for tetrahedrons. This decoupled procedure also facilitates the implementation employing different degrees of polynomials in $\xi-\eta$ and $\zeta$ directions to adapt flow features. An attempt employing higher order polynomials in the wall normal direction to resolve the boundary layer with coarser prism cells is shown in the later section.

In order to simplify the implementation for mixed grids, we assume the polynomial degree $k$ to be the same for both the tetrahedral and prismatic elements. Furthermore, the flux points along the element interfaces are required to match each other. In the present implementation, the flux points are selected to be the Legendre-Lobatto points at each edge for all tetrahedral and prismatic elements.


Figure 2. Solution points in the standard prism cell for degree $k=3$ polynomial (only points on the apparent faces are shown).

## V. Numerical Results

## A. Test cases for the Euler Equations

1. Accuracy Study with Vortex Evolution Problem

To assess the order of accuracy of the developed method, the propagation of an isentropic vortex in inviscid flow is computed with successive grid refinement. This is an idealized problem for the Euler equations in 2D used by Shu [30]. Here we consider simple extension of this problem to the 3 D domain $[0,10] \mathrm{x}[0,10] \mathrm{x}[0,10]$. The mean flow is $\{\rho, u, v, w, p\}=\{1,1,1,0,1\}$. An isotropic vortex is then added to the mean flow, i.e., with perturbations in $u$, $v$, and temperature $T=p / \rho$, and no perturbation in entropy $S=p / \rho^{\gamma}$ :

$$
\begin{align*}
& \delta u=-\bar{y} \frac{\varepsilon}{2 \pi} e^{0.5\left(1-\bar{r}^{2}\right)}, \delta v=\bar{x} \frac{\varepsilon}{2 \pi} e^{0.5\left(1-\bar{r}^{2}\right)}, \delta w=0  \tag{5.1}\\
& \delta T=-\frac{(\gamma-1) \varepsilon^{2}}{8 \gamma \pi^{2}} e^{1-\bar{r}^{2}}, \delta S=0
\end{align*}
$$

where $\bar{r}^{2}=\bar{x}^{2}+\bar{y}^{2}, \bar{x}=x-5, \bar{y}=y-5$, and the vortex strength $\varepsilon=5$. If the computational domain is infinitely big, the exact solution of the Euler equations with the above initial condition is just the passive convection of the isentropic vortex with the mean velocity $(1,1,0)$. In the numerical simulation, we impose the exact solution on the boundaries.

The computations are carried out until $t=2$ on two different types of grids, tetrahedral meshes and prismatic meshes. In generating computational grids, first an equidistant Cartesian grid of $N \mathrm{x} N \mathrm{x} N$ cells is assumed for the cubic domain and the each cell is further divided into six tetrahedrons or two prisms. Three different grids are employed with $N=10,20$ and 40 for each type of cell. For the time integration, a 3rd-order Runge-Kutta explicit scheme is used. The $L_{1}$ and $L_{\infty}$ norms of density error at the solution points are presented for tetrahedral grids and prismatic grids in Table 1 and 2, respectively. The LCP-DG method performs very well on both types of grid, achieving the nearly optimal order of accuracy up to 6th-order in tetrahedral meshes and 4th-order in prismatic meshes.

## 2. Subsonic Inviscid Flow over a Sphere

In order to verify the developed Euler solver on a mixed mesh with curved wall boundary, a typical steady test case of a subsonic flow around a sphere is considered. The freestream Mach number is $M=0.3$. Two computational grids are employed. One is a purely prismatic grid and the other is a mixed grid shown in Figures 3 (a) and 4 (a). The mixed grid is composed of five layers of prismatic cells around the quarter sphere and isotropic tetrahedral cells for the remaining region. To preserve the geometry of the sphere well with a relatively coarse mesh, the curved wall boundaries are represented by quadratic polynomials.

The computed density contours obtained with the 2nd- to 4th-order schemes are shown at Figure 3 (b)-(d) and Figure 4 (b)-(d). In both grids, the trends of improvement in the solution by increasing the order of discretization are similar. The computed density contours using the 4 th order scheme appear to be perfectly symmetric without visible numerical dissipation and also quite smooth across the interface between prismatic and tetrahedral cells. In this case, a block LU-SGS implicit scheme $[32,10]$ was used to obtain steady solutions efficiently, and all the cases converged to machine zero.

## B. Test cases for the Navier-Stokes Equations

1. Accuracy Study with Couette Flow Problem

A laminar flow between two parallel walls is considered here to verify the discretization of viscous effects. The distance between the walls is set to $H=10$ and the computational domain is chosen to be the cube of $[0,10] \times[0$, $10] \mathrm{x}[0,10]$. The speed of the moving upper wall $(y=10)$ in the $x$ direction is $U=0.3$. The temperatures of the lower wall $(y=0)$ and the upper one are $T_{0}=0.8$ and $T_{1}=0.85$ respectively. The analytical solution for this case is

$$
\begin{align*}
& u=\frac{y}{H} U, v=0, w=0 \\
& T=T_{0}+\frac{y}{H}\left(T_{1}-T_{0}\right)+\frac{\mu U^{2}}{2 k} \frac{y}{H}\left(1-\frac{y}{H}\right),  \tag{5.2}\\
& p=p_{0}, \rho=\frac{\gamma p}{T}
\end{align*}
$$

where $\gamma$ is specific heat ratio and $k$ is thermal conductivity. The static pressure is set to $p_{0}=1 / \gamma$ and the viscosity of the fluid is assumed to be $\mu=0.01$. The flow variables at boundary faces are simply fixed to the exact solution.

Three successively refined prism grids are generated with $N=2,4$ and 8 by the similar way in the vortex propagation case. Each cube is split in to two prisms by the plane which is perpendicular to the $y=0$ plane. The error norms for the BR2 formulation are presented in Table 3. The density is used to evaluate the error. It is shown that nearly the formal order of accuracy is achieved for the 2nd- to 4th-order schemes.

## 2. Boundary Layer Flow over a Flat Plate

The laminar boundary layer flow over a plate is then computed using the LCP method. The Reynolds number based on the plate length is $R e_{x}=10,000$ and the freestream Mach number is $M=0.2$. The plate length $L$ is set to 1 . The boundary layer thickness at the trailing edge is estimated by the approximate relation $\delta=5 L / \sqrt{R e_{x}}$. The computational domain is selected to be $(-2 \leq x \leq 1,0 \leq y \leq 100 \delta, 0 \leq z \leq \delta)$. Note that the domain size in the $y$-direction is chosen to be large enough not to affect the results especially in the $v$-velocity profiles. The freestream values are specified at the inflow boundary at $x=-2$ and the top boundary at $y=100 \delta$. For the lower boundary at $y=0$, the symmetry conditions are used on the upwind side to the wall $(-2 \leq x \leq 0)$ and the adiabatic wall conditions are imposed on the wall $(0 \leq x \leq 1)$. At the outflow boundary at $x=0$, only static pressure is prescribed. On the side boundaries at $z=0$ and $\delta$, the symmetric conditions are assumed. First, we generated a three dimensional Cartesian mesh. The grid cells are clustered near the leading edge and the cell sizes are increased geometrically in both $x$ - and $y$-directions. In the spanwise $z$-direction, we generate only one cell. Then we divide each hexahedral cell into two prisms to obtain a purely prismatic grid.

The computed $u$ and $v$ velocity profiles are compared with the Blasius's solution in Fig. 5. The computational grid used for the computations is generated to have 4 cells in the boundary layer at $x=1.0$ and 13 cells along the plate. The solution is apparently getting more accurate with the increasing of the order of polynomial approximation, and it is more clearly shown in the comparison of $v$-profiles. The computed skin friction coefficients on the wall are also plotted at Figure 6. The agreement with the Blasius's solution also becomes better with $p$-order refinement.

One of the concerning issues when we apply an CFD solver to engineering problems will be the stiffness arising from using high aspect ratio cells that is clustered near the solid wall to resolve the boundary layer especially in high Reynolds number flows. Reynolds numbers appeared in aerospace flow problems usually become $\sim 10^{6}$ or more, and so even if we make use of an implicit time integration scheme for numerical simulations, we will likely encounter still small time step restriction or deteriorated convergence rate. A possible remedy for this problem is employing a line solver [23,7]. Here we consider another approach to alleviate the stiffness issue by employing higher-order prism elements rather than having large number of lower order elements in the boundary layer. Since we use a tensor basis polynomial in prisms, we can use higher order polynomial only in the normal direction to the wall while using lower order one in the tangential directions to the wall so as to prevent the unnecessary increase of the computational cost.

Figure 7 shows the computed Mach number by using polynomials of degree 5 in the $y$-direction and polynomials of degree 2 in $x$ - and $z$-directions. The grid has only two cells in the boundary layer at $x=1.0$ and 17 cells along the plate. The numbers of prism cells and DOFs are 728 and 26208 respectively. For the comparison, we generated another grid that has more cells in the boundary ( 8 cells at $x=1.0$ ) but the same resolution in the $x$ - and $z$-directions and employed degree 2 polynomials in all directions, resulting 1736 prisms and 31248 DOFs. In Fig. 8, the computed $v$-velocity profiles are shown. The computed profiles agree well each other and also with the Blasius's solution. The convergence histories are compared in Fig. 9. The computations were performed using the LU-SGS scheme with the same time step. Compared to the computation using the lower order scheme with the finer grid, employing the higher order scheme with less grid cells gave the reductions of about $38 \%$ and $30 \%$ in terms of Time steps and CPU times to reach machine zero residual, although the DOFs is about $16 \%$ less than the other's.

## 3. Subsonic Viscous Flow over a Sphere

A steady viscous flow around a sphere is computed to validate the developed NS solver on a full 3D mixed mesh. The Reynolds number based on the diameter was chosen to be 118 so that we can compare the obtained results with experimental data [31] and numerical results using the SD scheme [32,38]. The Mach number is 0.2535 that is the same value in the reference computations. The mesh is generated to have five layers of prism cells and isotropic tetrahedral cells for the remaining region. We plot the cut of the grid on a plane with $y=0$ and surface mesh on the sphere in Fig. 10. The total number of cells is 24,334 .

The computations were performed using the 2 nd- to 4 th-order schemes. The computed Mach number contours and streamlines near wake using the 4th-order LCP scheme are shown in Fig. 11 and Fig. 12, respectively. We confirmed that the computed streamlines and the size of separation region agree well with both of the experimental picture and the numerical results in the references. Here we only show a comparison of the computed skin friction profiles at the cross section $(y=0)$ of the sphere in Fig. 13. The skin friction coefficients computed by the 4th-order LCP scheme and the 6th-order SD scheme are right on top of each other. The 3rd-order LCP result also agrees well with other results, though one can see only miner differences between those profiles. The predicted separation angle using the 4 th-order LCP scheme is 123.6 deg (the wind side stagnation point has an angle of 0 ), which is identical to
the value predicted by the 6th-order SD scheme. In Fig. 14, the computed drag coefficient by 4th-order LCP is compared to available experimental data. The agreement is also very good.

Table 1. Test of LCP-DG for vortex propagation problem (tetrahedral grids).

| Polynomial <br> degree $k$ | Grid size | $L_{1}$ error | $L_{1}$ order | $L_{\infty}$ error | $L_{\infty}$ order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10 \times 10 \times 6$ | $5.23 \mathrm{e}-3$ | - | $9.56 \mathrm{e}-2$ | - |
|  | $20 \times 20 \times 20 \times 6$ | $1.42 \mathrm{e}-3$ | 1.88 | $3.57 \mathrm{e}-2$ | 1.42 |
|  | $40 \times 40 \times 40 \times 6$ | $3.43 \mathrm{e}-4$ | 2.05 | $9.76 \mathrm{e}-3$ | 1.87 |
| 2 |  |  |  |  |  |
|  | $10 \times 10 \times 10 \times 6$ | $1.68 \mathrm{e}-3$ | - | $6.06 \mathrm{e}-2$ | - |
|  | $20 \times 20 \times 20 \times 6$ | $2.61 \mathrm{e}-4$ | 2.69 | $1.19 \mathrm{e}-2$ | 2.35 |
|  | $40 \times 40 \times 40 \times 6$ | $3.77 \mathrm{e}-5$ | 2.79 | $1.51 \mathrm{e}-3$ | 2.98 |
| 3 |  |  |  | $2.05 \mathrm{e}-2$ | - |
|  | $10 \times 10 \times 10 \times 6$ | $4.00 \mathrm{e}-4$ | - | $1.67 \mathrm{e}-3$ | 3.62 |
|  | $20 \times 20 \times 20 \times 6$ | $2.44 \mathrm{e}-5$ | 4.04 | $1.00 \mathrm{e}-4$ | 4.06 |
|  | $40 \times 40 \times 40 \times 6$ | $1.33 \mathrm{e}-6$ | 4.20 |  |  |
| 5 |  |  |  | $2.34 \mathrm{e}-3$ |  |

Table 2. Test of LCP-DG for vortex propagation problem (prismatic grids).

| Polynomial <br> degree $k$ | Grid | $L_{1}$ error | $L_{1}$ order | $L_{\infty}$ error | $L_{\infty}$ order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10 \times 10 \times 10 \times 2$ | $7.37 \mathrm{e}-3$ | - | $1.34 \mathrm{e}-1$ | - |
|  | $20 \times 20 \times 20 \times 2$ | $2.12 \mathrm{e}-3$ | 1.80 | $4.85 \mathrm{e}-2$ | 1.47 |
|  | $40 \times 40 \times 40 \times 2$ | $5.19 \mathrm{e}-4$ | 2.03 | $1.19 \mathrm{e}-2$ | 2.03 |
| 2 |  |  |  |  |  |
|  | $10 \times 10 \times 10 \times 2$ | $2.17 \mathrm{e}-3$ | - | $4.77 \mathrm{e}-2$ | - |
|  | $20 \times 20 \times 20 \times 2$ | $2.67 \mathrm{e}-4$ | 3.02 | $8.65 \mathrm{e}-3$ | 2.46 |
|  | $40 \times 40 \times 40 \times 2$ | $2.88 \mathrm{e}-5$ | 3.21 | $1.04 \mathrm{e}-3$ | 3.06 |
| 3 |  |  |  |  |  |



Figure 3. Prismatic grid and computed density contours for flow around a sphere.


Figure 4. Mixed grid (tetrahedrons and prisms) and computed density contours for flow around a sphere.

Table 3. Test of LCP-DG (BR2) for Couette flow problem (prismatic grids).

| Polynomial <br> degree $k$ | Grid | $L_{1}$ error | $L_{1}$ order | $L_{\infty}$ error | $L_{\infty}$ order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2 \times 2 \times 2 \times 2$ | $5.5525 \mathrm{e}-4$ | - | $2.4030 \mathrm{e}-3$ | - |
|  | $4 \times 4 \times 4 \times 2$ | $1.1909 \mathrm{e}-4$ | 2.221 | $3.9968 \mathrm{e}-4$ | 2.588 |
|  | $8 \times 8 \times 8 \times 2$ | $3.1063 \mathrm{e}-5$ | 1.939 | $1.1574 \mathrm{e}-4$ | 1.788 |
| 2 |  |  |  |  |  |
|  | $2 \times 2 \times 2 \times 2$ | $8.1732 \mathrm{e}-6$ | - | $2.0928 \mathrm{e}-5$ | - |
|  | $4 \times 4 \times 4 \times 2$ | $1.2867 \mathrm{e}-6$ | 2.667 | $3.3742 \mathrm{e}-6$ | 2.633 |
|  | $8 \times 8 \times 8 \times 2$ | $1.6758 \mathrm{e}-7$ | 2.941 | $5.4916 \mathrm{e}-7$ | 2.619 |
| 3 |  |  |  |  |  |




Figure 5. Comparisons of velocity profiles in the boundary layer at $x=0.5$. $u$ - and $v$-profiles in left and right.


Figure 6. Comparison of the skin friction coefficient along the plate.
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Figure 9. Comparisons of the convergence histories using different degrees of polynomial and grids.


Figure 10. Computational grid around a sphere for viscous flow simulation.


Figure 11. Computed pressure (on the sphere) and Mach number (on $y=0$ plane) distributions using the 4th-order LCP scheme.


Figure 12. Computed streamlines using the 4thorder LCP scheme near the wake region behind the sphere.

## VI. Conclusion

The LCP method is successfully extended to 3 D hybrid unstructured meshes using tetrahedral and prismatic elements. The LCP formulation for tetrahedral elements is directly derived by the same manner for 2D triangular elements and the one for prism is obtained by just a combination of the 1D FR scheme and the 2D triangle LCP. The resulting scheme needs no explicit integrations and no data reconstructions. This numerical efficiency will be more significant in 3D simulations in comparison to 2D simulations because numerical complexities involved in highorder quadratures and reconstructions rapidly increase in 3D.

The developed LCP scheme is verified by grid converging study for an inviscid flow and a viscous flow, indicating that the developed scheme is capable of achieving the nearly optimal order of accuracy. Then, several validation cases are computed for solving the 3D Euler equations and the 3D NS equations. The LCP scheme performs very well to obtain high-order accurate solution for all cases. Future studies include further extension to adopt hexahedral and pyramidal cells for more flexible geometry discretizations and hp -adaptaion technique for realizing practical high accurate CFD simulations.


Figure 13. Comparison of computed skin friction coefficients using the 3rd- and 4th-order LCP schemes and 6th-order SD scheme[38].


Figure 14. Comparison between the computed drag coefficient using the 4th-order LCP scheme and experimental data for a sphere.
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